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Abstract

Multifactor experiments are often advocated as important for advancing terrestrial biosphere models (TBMs), yet to
date, such models have only been tested against single-factor experiments. We applied 10 TBMs to the multifactor
Prairie Heating and CO2 Enrichment (PHACE) experiment in Wyoming, USA. Our goals were to investigate how
multifactor experiments can be used to constrain models and to identify a road map for model improvement. We
found models performed poorly in ambient conditions; there was a wide spread in simulated above-ground net pri-
mary productivity (range: 31–390 g C m�2 yr�1). Comparison with data highlighted model failures particularly with
respect to carbon allocation, phenology, and the impact of water stress on phenology. Performance against the obser-
vations from single-factors treatments was also relatively poor. In addition, similar responses were predicted for dif-
ferent reasons across models: there were large differences among models in sensitivity to water stress and, among the
N cycle models, N availability during the experiment. Models were also unable to capture observed treatment effects
on phenology: they overestimated the effect of warming on leaf onset and did not allow CO2-induced water savings
to extend the growing season length. Observed interactive (CO2 9 warming) treatment effects were subtle and con-
tingent on water stress, phenology, and species composition. As the models did not correctly represent these pro-
cesses under ambient and single-factor conditions, little extra information was gained by comparing model
predictions against interactive responses. We outline a series of key areas in which this and future experiments could
be used to improve model predictions of grassland responses to global change.

Keywords: allocation, carbon dioxide, FACE, grassland, models, PHACE, phenology, soil moisture, temperature

Received 14 November 2016 and accepted 15 January 2017

Introduction

Grasslands are estimated to cover 20% of the terrestrial

land surface (Lieth, 1978; Hadley, 1993) and store ~25%
of the world’s soil carbon (C) excluding permafrost
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soils (Jobb�agy & Jackson, 2000; Ciais et al., 2013). How-

ever, whether grasslands will be substantial C sources

or sinks in the future is uncertain; estimates of future C

uptake range between �2 and 2 Gt C yr�1 (Scurlock &

Hall, 1998). Semi-arid ecosystems, including grass-

lands, are large contributors to both the trend and inter

annual variability in above-ground net primary pro-

duction (Knapp & Smith, 2001) and net biome produc-

tion (Ahlstr€om et al., 2015), over the last three decades,

suggesting these ecosystems are particularly important

for accurately predicting terrestrial C-cycle responses to

global change.

To predict how increasing temperatures, atmospheric

carbon dioxide (CO2) and changing precipitation pat-

terns will affect ecosystem function and species compo-

sition, multifactor ecosystem-scale experiments have

been widely advocated (Heimann & Reichstein, 2008;

Luo et al., 2008; Leuzinger et al., 2011). As global

change factors likely cause a series of complex interac-

tions (Fuhrer, 2003; Hovenden et al., 2014), single-factor

experiments may not be sufficient to investigate future

ecosystem-scale responses. Further, while interactive

effects are typically smaller than main effects (Shaw

et al., 2002; Dieleman et al., 2012), they may sometimes

exceed single-factor effects. However, interactive effects

may be contingent on environmental conditions, such

as interannual variability in precipitation (Mueller

et al., 2016). As a result, multifactor experiments can be

more difficult to interpret, and underlying mechanisms

harder to identify, than single-factor experiments.

For example, Shaw et al. (2002) found contrasting

results when comparing responses from single and

multifactor treatments in the Californian grasslands at

the Jasper Ridge Global Change Experiment (JRGCE).

In the third year of the experiment, net primary pro-

ductivity (NPP) was increased in response to elevated

CO2 (eCO2). However, the interactive effect of multifac-

tors suppressed the NPP response seen in the single-

factor response. Re-examining the responses at the

JRGCE over 5 years, Dukes et al. (2005) concluded that

NPP did not in fact respond to eCO2. Hovenden et al.

(2008) also found no CO2 enhancement in ecosystem

productivity in an Australian perennial grassland

experiment (TasFACE). This lack of response was

attributed to a reduction in soil N availability in

response to eCO2, but increasing temperature by 2 °C
in combination with the CO2 treatment was found to

prevent this decrease in available N. In the multifactor

Prairie Heating and CO2 Enrichment (PHACE) experi-

ment, Mueller et al. (2016) found that above-ground

NPP and total plant biomass both had time-dependent

and interactive effects of warming and eCO2. Above-

ground NPP responses to the combination of eCO2 and

warming exceeded responses to the single factors

(nonadditive). Soil moisture was especially important

in explaining the productivity responses to treatments

as well as interannual precipitation variability.

Dieleman et al. (2012) conducted a meta-analysis

using data from 150 manipulation experiments and

concluded that the response of above-ground biomass

to the combined treatments of CO2 and warming was

typically less than additive. These results suggest that

single-factor experiments, which miss the interaction,

may overestimate responses, highlighting the need to

test models against multifactor experiments. However,

model comparisons to date have only explored theoreti-

cal multifactor experiments (e.g. Melillo et al., 1993;

Riedo et al., 1997; Pepper et al., 2005; Parton et al., 2007;

Luo et al., 2008), rather than applying models directly

to experimental data.

The model-data intercomparison approach has been

useful to investigate single-factor forest experiments

(De Kauwe et al., 2013, 2014; Zaehle et al., 2014; Medlyn

et al., 2015; Walker et al., 2015), but it is not clear

whether multifactor experiments will be as useful to

constrain models when their responses seem so diverse

and, in dry environments, contingent on environmental

conditions. In this study, we applied 10 state-of-the-art

terrestrial biosphere models (TBMs) to an 8-year, multi-

factor (CO2 9 warming) grassland experiment. Our

goals were to (i) explore how a multifactor experiment

can be used to constrain models and (ii) identify ways

to improve models based on this experiment.

Materials and methods

Site description

The PHACE experiment was located in the semi-arid grass-

lands of Wyoming, USA (41.18°N, 104.9°W), was established in

2006, and lasted 8 years. Mean winter and summer temperature

at the site were �2.5 °C and 17.5 °C, respectively, with a mean

annual precipitation of 403 mm (range: 224–496 mm). The site

has marked variation in both annual and growing season pre-

cipitation (Fig. 1). The site was previously subject to grazing,

but was fenced off in 2005. Vegetation at the site is dominated

by C3 grasses (55%), with C4 grasses constituting 25% and the

final 20% made up of sedges, forbs, and small shrubs.

The experiment implemented a factorial combination of

warming (+1.5 °C during the day; +3.0 °C at night) and ele-

vated CO2 (600 ppm; ambient = 385 ppm), with five replicates

per treatment. The elevated CO2 treatment, initiated in 2006,

used Free Air CO2 Enrichment (FACE) technology (Miglietta

et al., 2001). The warming treatment, initiated a year later in

2007, used infrared heaters (Kimball, 2005). In the first year

(2006), an additional 160 mm of water was added (20 mm 9 8

dates during the growing season) to establish growth. Further

details can be found in Morgan et al. (2011), Pendall et al.

(2013), Ryan et al. (2015), and Zelikova et al. (2015).

© 2017 John Wiley & Sons Ltd, Global Change Biology, 23, 3623–3645
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Summary of the experimental findings

Mueller et al. (2016) present a comprehensive summary of the

ecosystem responses over the duration of the PHACE experi-

ment. Elevated CO2 effects on soil water content usually coun-

teracted the desiccating effect of warmer temperatures.

However, the combination of eCO2 and elevated temperature

tended to enhance soil water content early in the experiment,

but reduced it after 7 years of treatment when compared to

control plots under present-day CO2 and temperature levels.

Above-ground plant biomass responded positively to eCO2

and eCO2 combined with warming, especially in dry years

when water savings were most important to growth. In con-

trast, while above-ground biomass did not respond to warm-

ing alone, root biomass responded positively to both warming

and eCO2, but only in wetter years, with either eCO2 or warm-

ing enhancing production approximately 30% in wet growing

seasons. As a result, total plant biomass responded consis-

tently and positively to eCO2 alone or combined with warm-

ing, with a 25% increase observed in the combined treatment

compared to control plots. The positive effect of the combined

eCO2 and warming on above-ground plant biomass with pass-

ing years was increasingly experienced by C3 grasses, revers-

ing biomass responses in the first few years of the experiment

when C4 grasses were favoured (Morgan et al., 2011). Soil

nitrate availability was enhanced by warming and reduced by

eCO2, although contrasting effects were observed for soil

ammonium (Carrillo et al., 2012). In contrast, wetter soil condi-

tions under eCO2 increased phosphorus (P) availability to

plants and microbes relative to that of N, while drier condi-

tions with warming reduced P availability relative to N (Dijk-

stra et al., 2012). Warming combined with eCO2 extended the

seasonality of plant activity (greenness), especially because of

earlier spring growth with warming (Zelikova et al., 2015).

Experimental data

To constrain the models, we used five key data sets: (i) above-

and below-ground biomass; (ii) shoot and root N concentra-

tions; (iii) vegetation greenness; (iv) leaf-on/off dates; (v) soil

water content.

Plant biomass (above- and below-ground) and N concen-

trations (elemental analyser) were measured in mid-July as

biomass reached its maximum (Morgan et al., 2011; Dijkstra

et al., 2012; Carrillo et al., 2014). Above-ground biomass

measurements were obtained by clipping vegetation that

resided in the harvest areas (1.5 m�2 harvest area, but clip-

ping 50% of this area each year from alternating grids).

Root-biomass measurements were obtained from cores taken

to a depth of 15 cm. These data exclude below-ground

crown tissues estimates (see Discussion). Above-ground bio-

mass estimates were corrected using pretreatment data from

2005 to account for initial differences between treatment

plots and control plots (see Morgan et al., 2011; also Mueller

et al., 2016).

Vegetation greenness was inferred from biweekly digital

photographs taken between March and October. In 2008, pho-

tographs were obtained monthly (see Zelikova et al. (2015) for

details). Phenology leaf-on and leaf-off dates for different spe-

cies were obtained by direct observation (Reyes-Fox et al.,

2014).

Soil moisture measurements were taken hourly using Envir-

oSMART probes at 10 and 20 cm soil depths. These data were

Fig. 1 Annual and early- to mid-growing season (day of year: 100–200) when soil water availability most limits productivity (Morgan

et al., 2011). In 2006, all plots were irrigated (20 mm 9 8) with 160 mm of additional water. The additional water is shown by the pre-

cipitation above the black horizontal line in 2006. The annual bar shows the effect of the eight additional treatments, whereas the early-

to mid-growing season bar shows the addition of the six treatments which occurred during that period.

© 2017 John Wiley & Sons Ltd, Global Change Biology, 23, 3623–3645
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combined to give a total estimate of soil water content in the

top 25 cm.

Models

The 10 process-based models applied to the PHACE experi-

ment contrasted markedly in terms of application, complexity,

and structure. Broadly, they can be considered to encompass

three categories: stand (DAYCENT, GDAY), land surface

(CABLE, CLM4.5, ISAM, O-CN, ORCHIDEE), and dynamic

vegetation models (JULES, LPJ-GUESS, SDGVM). A detailed

overview of eight of these models and how they differ in

terms of key assumptions can be found in Walker et al. (2014),

with detailed analyses of their water and N cycle responses to

eCO2 found in De Kauwe et al. (2013) and Zaehle et al. (2014),

respectively. The two models not described in these previous

analyses, JULES and ORCHIDEE, are fully documented in

Clark et al. (2011) and Krinner et al. (2005), respectively. Here,

we provide some basic assumptions in relation to growth and

phenology used in each of the models that affects simulations

of the PHACE experiment (see Table 1).

Modelling simulations

Model participants submitted simulations covering the experi-

mental period (2006 – 2013) for the ambient (ct), eCO2 (Ct),

warming (cT), and eCO2 9 warming (CT) experiments. Models

were spun-up to equilibrium (2000 year minimum) using their

standard spin-up approach accounting for site history and

using a fixed CO2 concentration of 285 lmol mol�1 and fixed N

deposition set at the 1850 value based on Dentener et al. (2006).

Models estimated biological N fixation (BNF) following their

standard approach: CABLE uses a method based on light, N,

and phosphorus availability (Wang et al., 2009; BNF was esti-

mated to be zero for the site), CLM4.5 uses an empirical rela-

tionship based on NPP (Oleson et al., 2013), DAYCENT

estimates N fixation as a function of climate (Parton et al., 1987),

and GDAY, ISAM, LPJ-GUESS, and O-CN use an empirical

relationship with long-term evapotranspiration (Cleveland

et al., 1999). Modellers were provided with stand and soil char-

acteristics to parameterize their models so as to be representa-

tive without being ‘tuned’ to the observations. Examples of

these data include tissue C:N ratios, the maximum carboxyla-

tion rate, specific leaf area, and tissue lifespans. In addition,

models were provided with information on the rooting depth,

the field capacity, and wilting point to ensure that they repre-

sented the same effective soil water buckets.

Experimental plots were harvested (mid-July) to simulate

grazing; by contrast, models did not assume any site distur-

bance during simulations. This choice was made because har-

vested plant biomass was removed from a small area of the

plot only, while some of the experimental data did not come

from the harvest areas (e.g. root biomass, soil moisture). Mod-

els, including dynamic vegetation models (JULES, LPJ-GUESS,

and SDGVM), did not simulate competition among plant func-

tional types. Instead, models simulated the sites by weighting

outputs by the average observed ambient total C3 and C4

above-ground biomass fractions, 0.69 and 0.31, respectively.

Data availability is summarized at https://facedata.ornl.

gov/facemds/.

Results

Ambient CO2

While the models are able to capture the observed

interannual variability in above-ground net primary

productivity (aNPP; Fig. 2), r > 0.86, there is a wide

spread in the magnitude of simulated values (RMSE

mean across models = 96 g C m�2 yr�1; range: 31–
390 g C m�2 yr�1). To explain differences among the

models, we analysed aNPP by decomposing the mod-

elled aNPP flux into its average component parts (see

Equation 1 and Table 2). Each of these component

terms is a simplification of how the models operate, but

on an annual time step should closely approximate sim-

ulated aNPP fluxes, allowing us to better understand

causes of differences among models. aNPP can there-

fore be analysed as:

aNPP ¼ Ab � CUE �GPPu � b � LAIp � LAIr;

where Ab is the allocation of net primary productivity

above-ground (fraction), CUE is the C-use efficiency, or

the fraction of gross primary productivity (GPP) not lost

as respiration (fraction); GPPu is the unstressed GPP per

unit leaf area (g C m�2 leaf�1 day�1); b is the water

stress factor which limits productivity as water content

declines (fraction); LAIp is the peak LAI value in a year

(m�2 leaf m�2 ground); and LAIr is the integral of LAI

over the year divided by the peak LAI (LAIp) and indi-

cates LAI duration (day yr�1). GPPu is inferred from

model output by dividing GPP by (b � LAIp � LAIr).

The size of the spread in component terms across

models is greater than the aNPP spread between mod-

els, which suggests that models are arriving at the same

answer for different reasons (Table 2). For example,

DAYCENT and GDAY predict similar average aNPP

values, but to get to this prediction, GDAY has a low

GPPu (4.71 g C m�2 leaf�1 day�1) and a high b (low

water stress; 0.73). By contrast, DAYCENT has a much

greater GPPu (11.92 g C m�2 leaf�1 day�1) but a very

low b (0.17). The most variable components among

models are as follows: (i) LAIr (range: 77–256 days);

(ii) LAIp (range: 1.21–6.1 m2 m�2); (iii) Ab (range: 0.16–
0.92); and (iv) b (range: 0.17–0.97). We now examine

each of these components in more detail.

Leaf area index (LAIr and LAIp)

Observed seasonal phenology at the site, inferred from

greenness estimates, corresponds with measured soil

water content (SWC; 5–15 cm; Fig. 3). Drops in

© 2017 John Wiley & Sons Ltd, Global Change Biology, 23, 3623–3645
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Table 1 Summary of model phenology and growth assumptions. C is carbon, GDD is the number of growing degree-days, GDD5

is the number of growing degree-days above 5 °C, GPP is gross primary productivity, LAI is leaf area index, maxGDD is the a max-

imum growing degrees-day threshold, N is nitrogen, NPP is net primary productivity, PAR is the photosynthetically active radia-

tion, SLA is the specific leaf area, and SWI is soil water index

Models Leaf onset Growth Leaf drop References

CABLE Leaf onset is prescribed

based on a satellite

climatology, implying no

interannual variability.

Onset dates vary as a

function of latitude

After leaf onset, 80%

of NPP is allocated to

leaves for a 2-week

period. Following this

2-week period,

allocation to leaves is

reduced to 20% of

NPP until 2 weeks

prior to leaf drop, at

which point NPP

allocation to leaves is 0

Leaf drop is

prescribed based on a

satellite climatology,

implying no

interannual variability.

Drop dates vary as a

function of latitude

Zhang (2004)

CLM4.5 For grasses, leaf onset

begins after

(i) exceeding a GDD sum

of days >0 °C in the third

soil layer, the GDD

threshold for onset is a

function of the 2 m mean

annual temperature(MAT

at 2 m); (ii) a SWI

accumulation threshold

(15 MPa days;

accumulated matric

potential above a ‘onset’

minimum: �2 MPa, in the

third soil layer), and (iii)

day length (>6 h). Onset

can occur multiple times

in a year if the conditions

are met following an

offset period

Taken from transfer

pool at a linearly

decreasing rate.

Leaf drop occurs due

to (i) a sustained

period of dry soil

(�5 MPa days;

accumulated matric

potential below an

‘offset’ maximum,

�2 MPa, in the third

soil layer); (ii) cold

temperature (�15

GDD threshold of

days below zero); or

(iii) day length <6 h

Oleson et al. (2013)

DAYCENT Leaf onset is prescribed to

occur at a fixed date

After growth begins,

carbon for leaf and

root growth is taken

from carbon stored in

previous year growing

season. Peak growth is

determined by

temperature, water,

and nutrient

availability, and

prescribed maximum

LAI that controls leaf

death due to shading

Leaf drop is

prescribed

Parton et al. (1993)

GDAY Growth begins after

exceeding both a

precipitation and a GDD

threshold. The

precipitation threshold is

15% of the annual

precipitation. GDD are

For deciduous species,

leaf growth comes

from carbon stored in

the previous year

growing season. It is

assumed that all

growth occurs before

Day of year ≥243 and

mean daily air

temperature is above

0 °C for cool and for

5 °C warm grasses

Soil water availability

has no effect on

Foley et al. (1996),

White et al. (2000),

Botta et al. (2000)

© 2017 John Wiley & Sons Ltd, Global Change Biology, 23, 3623–3645
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Table 1 (continued)

Models Leaf onset Growth Leaf drop References

calculated from the sum

of mean daily air

temperature above 0 °C
for cool-season grasses

(temperature

range > 20 °C or

minimum temperature

>= 5 °C) and 5°C warm-

season grasses

(temperature range

<= 20 °C and minimum

temperature <5 °C)
grasses. The thresholds

are 185 and 400 days for

C3 and C4 grasses,

respectively

the mid-point of the

growing season, after

this point senescence

begins. Both growth

and litterfall occur

with a linearly

ramping rate. These

assumptions result in

a symmetrical growth

dynamic

litterfall in the

deciduous model

ISAM Growth begins when (i)

the daily mean root-zone

temperature is >10 °C for

14 consecutive days, and

(ii) the day length is >12 h

There are two growth

stages: (i) the maximal

growth stage, where

more carbon is

allocated to foliage to

capture light and (ii)

the normal growth

stage, where more

carbon is allocated to

roots/stem to acquire

resources. Plants enter

then normal growth

stage when their LAI

exceeds half of their

potential maximum

LAI (set to 3)

In addition, if

grassland enters the

leaf drop stage due to

water stress, they may

return to the growth

stage if the water

stress falls below 40%

and other conditions

for leaf onset are still

satisfied

Leaf drop occurs when

at least one of the

following four

conditions is met: (i)

water stress is >40%
for 14 consecutive

days, (ii) the daily

mean root-zone

temperature is <10 °C
and the day length

<12 h, (iii) the LAI is >
than the potential

maximum LAI (set to

3), and (iv) plant

maintains the normal

growth phase for

longer than 120 days

Song et al., (2013), El

Masri et al., (2015)

JULES Growth begins when the

canopy temperature (Tc)

is above a threshold

(5 °C)

The rate of growth is

Gp(1-Lb), where Gp is a

parameter (20 yr�1),

and Lb is the ‘balanced

LAI’, or the LAI the

plant would have in

full leaf (allometrically

related to height).

Growth continues as

long as the plant is

assimilating carbon,

until leaf area index

When Tc drops below

the threshold

temperature, leaf

turnover rate is

modified (see eq. 47 in

Clark et al.)

Clark et al. (2011) – See

Section 4; Cox et al.

(2001)

© 2017 John Wiley & Sons Ltd, Global Change Biology, 23, 3623–3645
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Table 1 (continued)

Models Leaf onset Growth Leaf drop References

reaches Lb, while

Tc>threshold T

LPJ-GUESS For grasses, leaf onset

begins after exceeding a

GDD sum threshold (0)

Growth is calculated

at the end of a year.

The annually

integrated NPP is then

allocated to leaves and

roots, with a higher

fraction allocated to

roots under water

and/or nitrogen

limitation. Grasses are

inactive under cold or

very dry conditions.

The maximum LAI (as

calculated by carbon

mass for leaves at the

end of the previous

year divided by a

SLA) is scaled with a

phenology

development factor

(GDD5/maxGDD;

maxGDD=100). For
grasses, this scalar is

also zero at any days

where plant-available

soil water content falls

below 35% of water-

holding capacity

Once a 30-day running

average temperature

falls below a threshold

(5 °C), the cumulative

GDD5 counter is reset.

In the simulation, we

also introduced a 60-

day inhibition for the

GDD5 counter

preventing immediate

increase after the

senescence event was

triggered

Smith et al. (2014)

O-CN Growth begins after

exceeding a GDD

threshold above 5 °C,
subject to weekly

moisture above 25% of

field capacity and a

positive trend in weekly

soil moisture. The GDD

requirement adjusts to

long-term annual mean

temperature and was

applied here at a value of

270 and 400 days for C3

and C4 grasses,

respectively

Growth is modelled

using a functional

balance approach

between leaves, tillers,

and fine roots,

responding to

moisture and N status.

Growth is fuelled from

a labile carbon pool,

which is filled by

current photosynthetic

carbon uptake and a

long-term reserve

(past GPP). Once the

incremental net carbon

gain of the canopy

goes negative, most

growth is allocated to

seed production

The turnover time of

leaves increases once

weekly temperatures

drop below �2/2 °C
(for C3/C4 grasses

respectively) and

weekly soil moisture

below 10% of field

capacity. Complete

abscission within

10 days commences

once weekly NPP

becomes negative

Krinner et al. (2005),

Zaehle & Friend

(2010), with

unpublished updates

ORCHIDEE The leaf onset scheme

follows Botta et al. (2000).

Leaf onset for tropical

grasses begins 35 days

after the dry season

Leaf growth draws

from stored carbon

reserves initially until

GPP is sufficient to

support leaf growth.

Two different criteria

are used separately to

calculate the fraction

of dying leaves at each

time step: (i) a

Friedlingstein et al.

(1998); Botta et al.

(2000)
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observed greenness agree with drops in SWC, particu-

larly in dry years (2007, 2008), but also in a relatively

wet year (2011). In wetter years (2009, 2010), greenness

and SWC show little correspondence, until sufficient

soil drying has occurred to drive a sudden decline in

leaf greenness, around day of year (DOY) 200. Inferred

vegetation greenness from digital photography does

not directly correspond to leaf area index (LAI), but is

well correlated with plant cover and biomass (Zelikova

et al., 2015), and so is a reasonable proxy against which

to compare modelled LAI. With the exception of

CLM4.5, modelled LAI at the site was remarkably

smooth both across models and years; none of the mod-

els showed the observed strong within-season

Table 1 (continued)

Models Leaf onset Growth Leaf drop References

moisture availability

minimum. For boreal

regions, the number of

GDD during the

dormancy season has to

exceed a prescribed

threshold (185). For

temperate grasses, both

criteria (i.e. elapsed

number of day and GDD

threshold) control the leaf

onset

Carbon fixed through

photosynthesis is

redistributed

following the

allocation scheme

developed by

Friedlingstein et al.,

(1998). This allocation

scheme is controlled

by biophysical

limitations (light,

water)

meteorological

criterion controlled by

temperature and water

stress (temperature

<4 °C for C3 and 5 °C
for C4 grasses;

moisture >20% for

both), and ii) the leaf

age itself (>120 days)

SDGVM For evergreen vegetation,

leaf onset is triggered by a

GDD accumulation,

threshold (110), subject to

sufficient soil water (25%

of soil water capacity)

Leaf growth comes

from stored carbon

and occurs at a

constant rate until the

target LAI (50% of the

carbon

store 9 specific leaf

area) is reached

Leaf drop is triggered

when leaves reach

their parameterized

age (360 days). Small

amounts of litterfall

occur every day as a

function of leaf age

Woodward and Lomas

(2004)

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 2 Scatter plot showing the observed and modelled aNPP in the control (ct) treatment. Vertical error bars (one standard deviation)

represent cross plot (N = 5) variability in observed aNPP. Note, the SDGVM model (panel j) is shown on a different x-axis range (0–700

vs. 0–350). ME is the Nash–Sutcliffe model efficiency coefficient (�∞ to 1), where 1 would indicate perfect agreement with the observed

aNPP. CI is the 95% confidence interval for the modelled values, and r is the correlation coefficient.
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Table 2 Causes of differences in modelled aNPP. Values shown are averages across the experiment in the ambient treatment. Ab

is the above-ground allocation fraction, CUE is the carbon-use efficiency, GPPus is the unstressed GPP per unit leaf areas, b is the

water stress factor, D is the growing season duration, LAIp is the growing season maximum LAI, aNPPc is the inferred aNPP which

is the product of Ab, CUE, GPPu, b, D/LAIp, and LAIp, and aNPPa is the actual model output for comparison

Model Ab (�) CUE (�)

GPPu (g

C m�2 leaf day�1) b (-)

LAIr
(day yr�1)

LAIp
(m2 m�2)

aNPPc (g C m�2

ground yr�1)

aNPPa (g C m�2

ground yr�1)

CABLE 0.13 0.63 8.57 0.33 249.02 1.55 54.33 54.5

CLM5 0.55 0.67 6.27 0.6 155.79 2.99 203.27 197.85

DAYCENT 0.47 0.55 11.92 0.17 126.54 1.29 63.31 64.29

GDAY 0.46 0.5 4.71 0.74 104.07 1.88 82.05 88.16

ISAM 0.85 0.53 5.3 0.82 125.53 2.98 247.15 211.89

JULES 0.82 0.32 3.6 0.2 77.96 1.38 18.86 20.02

LPJ-GUESS 0.31 0.5 4.63 0.77 218.57 2.49 122.1 129.78

O-CN 0.52 0.52 4.81 0.84 169.93 3.08 185.62 246.2

ORCHIDEE 0.47 0.53 3.3 0.97 149.91 1.21 118.13 123.31

SDGVM 0.86 0.69 4.95 0.71 256.11 6.1 542.86 526.82

Fig. 3 Greenness (number of green pixels) derived from biweekly digital photographs and the corresponding soil moisture content

(top 20 cm) in the ambient plots. Greenness observations are shown with filled black circles, with a fitted spline to aid visual interpreta-

tion. Soil moisture data represent the plot means (solid line) and minimum and maximum from the five ambient plots (shaded area).
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dynamics seen in the observations (Fig. 4). We con-

clude that, in general, modelled LAI is insufficiently

sensitive to soil water availability in this semi-arid

grassland.

The lack of variability within the growing season is a

consequence of how models determine growth

(Table 1). For deciduous species, DAYCENT and

GDAY use the previous year’s stored C to grow and in

LPJ-GUESS growth is only calculated once at the end of

the year, based on the annually integrated NPP. These

assumptions introduce a significant lag between

growth and meteorology and also result in very smooth

growth predictions, because the subannual scale alloca-

tion of C is not related to environmental stress. Other

models (CABLE, ISAM) assume specific phenological

periods in which growth must occur, and end up with

similar smooth phenologies, which are unrelated to

environmental conditions. In JULES, O-CN and ORCH-

IDEE, the current year’s growth is directly related to

recently fixed C, without assumptions about specific

phenological growth stages. Nevertheless, these models

display only marginally more within-season variability

than the other models. In CLM4.5, C3 grasses were not

able to grow at the site and the extremely variable LAI

corresponds to the C4 grass component.

Table 1 summarizes the key assumptions that dic-

tate modelled leaf emergence and senescence. Both

CABLE and SDGVM assume that grasses do not

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 4 Modelled leaf area index (LAI) from the ambient (ct) treatment, shown by sequential colours from yellow to dark green, which

corresponds to years between 2007 and 2012. Grey shading indicates the range of leaf out and leaf-off dates calculated from the control

(ct) treatment (Reyes-Fox et al., 2014).
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entirely drop their leaves, behaving instead like

dynamic evergreen vegetation. Leaving aside these

models (and CLM4.5), most models predicted a later

leaf onset date (mean = 40 � 26 days, 1 standard

deviation) than was observed at the site. LPJ-GUESS

was the exception, predicting an earlier leaf onset,

mean ~11 days.

Conversely, modelled leaf senescence typically

occurred at or after DOY 300, which meant models

were broadly consistent with the range in leaf drop

dates observed at the site (Reyes-Fox et al., 2014).

Despite this seemingly better agreement with observed

leaf senescence, the data in Fig. 2 suggest that while the

grasses maintained standing biomass, these leaves were

no longer productive. Towards the end of the growing

season, there is a drop in vegetation greenness, which

signifies a change in leaf chlorophyll content. By con-

trast, the models assume that as long as there is leaf

area, sufficient soil water and radiation, leaves are

actively photosynthesizing. This group of models does

not explicitly simulate the grass curing process (i.e. the

transition from green to brown standing leaves). Thus,

the models typically overestimated the period that

leaves were photosynthetically active by ~50–100 days,

even in wet years.

Carbon allocation (Ab)

Models predict LAI as a consequence of allocation of

net primary productivity (NPP) and stored carbohy-

drates to leaves, the subsequent turnover of these

tissues, and assumptions about specific leaf area. We

inferred observed above- and below-ground allocation

fractions from biomass data and an assumed fine-root

lifespan of 5.8 years (Fig. 5). This estimate is based on

root growth and disappearance in minirhizotron

images from a nearby study (Milchunas et al., 2005)

and is consistent with an isotope-based estimate of car-

bon in the roots of 6–7 years at the site (Carrillo et al.,

2014). No treatment effects were found on root turnover

in either study. As there is uncertainty about this esti-

mated lifespan, we also show these data as above- and

below-ground ratio (Fig. S1). Site data suggested that

the proportion of NPP allocated above-ground (64%)

was greater than belowground (35%). Models strongly

disagreed about the proportion of C allocated above vs.

below-ground, and no model agreed with the observa-

tions. At the extremes, CABLE predicted that ~70% of C

was sent below-ground, while ISAM, JULES and

SDGVM predicted >80% was allocated above-ground

(Fig. 5). Much of the detail as to why these models dis-

agree in terms of allocation has been documented pre-

viously (De Kauwe et al., 2014). In agreement with

these earlier findings, models (GDAY, LPJ-GUESS,

O-CN, ORCHIDEE) that implemented a functional

balance (between leaves and roots) predicted more bal-

anced allocation fractions. Among these models, higher

allocation below-ground (CABLE, GDAY, LPJ-GUESS)

indicated greater N and/or water stress. This predic-

tion was also in line with the DAYCENT model, which

allocates C to the plant tissue with the greatest resource

limitation.

Fig. 5 Fraction of net primary productivity (NPP) allocated above-, below-ground, and to reproduction in the control (ct) treatment.
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Sensitivity of productivity to soil moisture (b)

Another key explanation for model differences was

related to soil water content (SWC). Models were

parameterized with the same soil water-holding capac-

ity, so differences in predicted SWC partly relate to dif-

ferences in LAI (Fig. 3), but also to soil evaporation.

Models disagreed on both the available SWC, as well as

the sensitivity of productivity to SWC. Figure 6 shows

modelled soil water time series in a dry (2008) and a

wet year (2009). Despite differences in the absolute

SWC, with the exception of CABLE and ISAM, most

models predicted consistent declines in SWC, with ear-

lier declines in the dry year. ORCHIDEE

(mean = 44 mm yr�1), SDGVM (mean = 62 mm yr�1),

O-CN (mean = 81 mm yr�1) and LPJ-GUESS

(mean = 129 mm yr�1) predicted comparatively low

total soil evaporation fluxes across years, whereas the

other models predicted ~2–3.5 times greater annual

evaporative fluxes. The SDGVM result is likely

explained by continuous (and high) foliage cover, but

this does not apply to the other models which simulate

lower LAI. In a semi-arid system, these variations

among models in predicted water losses are

concerning.

Models also strongly disagreed on the level of water

stress, shown by the growing season simulated water

stress factor (b; water stress factor which limits produc-

tivity as water content declines), which is used to limit

gas exchange as water availability declines (Fig. 7). b
varied markedly between models. For some models

(DAYCENT, JULES, LPJ-GUESS), there is no obvious

distinction between wet and dry years. This variation is

caused by different assumptions among the models as

to the shape of the functions used to represent the effect

of water stress (Medlyn et al., 2016; Fig. S2). Notably,

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 6 Modelled soil water profile in a dry (2008) and a wet year (2009).
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ORCHIDEE predicted no stress because in this version

of the model (IPCC’s Fifth Assessment version), the

hydrological cycle is represented by a two buckets layer

scheme. Using this representation, drainage or surface

run-off occurs only when both buckets are full. There-

fore, this scheme generally underestimates run-off and

consequently overestimates the soil water content and

underestimates the soil water stress for plants.

Response to CO2

We assessed modelled responses to eCO2 by comparing

results against measured above- and below-ground

biomass data. We also explored modelled responses of

N mineralization, uptake and changes in N use effi-

ciency, comparing results to summary data from the

site.

To understand model predictions, we split above-

ground response into C3 and C4 components. Fig-

ure 8 shows marked year-to-year variability in the

observed aNPP responses to CO2 in C3 species:

observed aNPP responses were between 11% and

39%, averaging 16%. In 2009 (the wettest year), the

observations showed a 6% decrease in aNPP because

the ambient plots were more productive than the

eCO2 treatment plots. The modelled CO2 effect on

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 7 Summer (June, July, August) soil water availability factor (b) in the control (ct), CO2 (Ct), warming (cT), and CO2 9 warming

(CT) treatments. Error bars show summer interannual variability across the experimental years.
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aNPP averaged 29% (range: �12 to 63%). However,

with the exceptions of CABLE and ISAM, model

responses were within the range of the observed

treatment responses in most years when considering

standard errors calculated across replicates. While

models seemingly appear unable to capture the inter-

annual variability of the enhancement due to CO2,

the uncertainty on the observed responses is large,

meaning most of the simulated responses are plausi-

ble.

Observed aNPP responses to CO2 for C4 species were

negative for 4 of the 6 years, with aNPP on average

decreasing by �4%. The models predicted more modest

changes in aNPP, mean = 5% increase, range: �27 to

16% (Fig. 9), which is within the range of observed

responses including the standard errors of treatment

replicates.

The change in aNPP in response to CO2 is itself a

result of changes in GPP, autotrophic respiration, and

allocation. To investigate these changes, we separated

these average responses for each component for C3

(Table 3) and C4 (Table 4) species. We focus on differ-

ences in the responses of C3 species as this is where the

models disagreed most. We examine the change in

(a)

(b) (c)

(d) (e)

(f) (g)

(h) (i)

(j) (k)

Fig. 8 Response of aNPP to CO2 (Ct), warming (cT), and CO2 9 warming (CT) for C3 species. Error bars on the Ct and cT observed

treatments denote one standard error. Horizontal lines on the CT treatment bars show the estimated interactive terms if this interaction

was additive.
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autotrophic respiration by looking at the CUE, or the

fraction of GPP not respired.

Most models predicted an increase in GPP in

response to eCO2, with the mean annual increase rang-

ing between 30 and 73%. JULES predicted the largest

GPP response to CO2 (mean = 73%) and CABLE the

smallest (mean = 21%). The direct effect of CO2 on leaf-

scale photosynthesis should theoretically be on the

order of 25–30% (Franks et al., 2013) for the treatment

change in CO2 concentration. In the models, the pre-

dicted effect is greater because of indirect feedbacks

through increased soil moisture and LAI.

Among the C-cycle only models (JULES, ORCHIDEE,

SDGVM), the mean annual response of GPP to CO2 var-

ied strongly (range: 31–73%). JULES had the largest

stimulation because under ambient conditions, the

model is particularly water stressed (Fig. 7), and eCO2

alleviates this water stress, which results in large CO2

stimulation of GPP. ORCHIDEE and SDGVM predicted

similar mean values (different interannual variability),

but for different reasons. At ambient CO2, ORCHIDEE

did not predict any water stress, and as a result, the

benefit of CO2 via water savings was negligible. In

SDGVM, the GPP response to CO2 was low due to the

(a)

(b)

(d)

(f)

(h)

(j)

(c)

(e)

(g)

(i)

(k)

Fig. 9 Response of aNPP to CO2 (Ct), warming (cT), and CO2 9 warming (CT) for C4 species. Error bars on the Ct and cT observed

treatments denote one standard error. Horizontal lines on the CT treatment bars show the estimated interactive terms if this interaction

was additive.
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high ambient LAI (Fig. 4), which meant that canopy

photosynthesis was primarily light-limited. In addition,

this high LAI meant that there were negligible benefits

to be gained from CO2 induced water savings, due to

high transpiration.

GPP responses among the N cycle models were also

not consistent (mean range: 20 to 55%), particularly evi-

dent in the year-to-year variability in the size of the

enhancement. There was pronounced variability in

modelled N availability due to different levels of pro-

ductivity (see Fig. 2) during model spin-up. Models

could be categorized into three groups: at the low end,

the mean inorganic N pool was between ~0.3 and

1.3 g N m�2 (CABLE, GDAY, LPJ-GUESS and O-CN),

in the middle ~30 g N m-2 (CLM5, ISAM), and at the

high end 177 g N m�2 (DAYCENT). Site soil N mea-

surements suggested an inorganic pool size

(0.4 g N m�2) towards the lower end of the model pre-

dictions (Dijkstra et al., 2012). Most models (CABLE,

DAYCENT, GDAY, LPJ-GUESS) predicted large

increases (>20%) in photosynthetic N use efficiency

(GPP/canopy N; PSNUE; Fig. S3). CLM4.5, ISAM, and

O-CN predicted large increases (>20%) in N uptake

(Fig. S4), which combined with increased N mineraliza-

tion (Fig. S5) in ISAM and O-CN, resulted in sustained

GPP responses to CO2 in these models. CABLE also pre-

dicted a reduction in N losses in response to CO2, but

this change was small (~0.3 g N m�2) when integrated

across the experiment and thus, made a negligible dif-

ference to total N availability. N losses were thought to

have been low for the site (Dijkstra et al., 2010).

The modelled increases in N mineralization (Fig. S5)

in response to CO2, particularly in the ISAM and O-CN

models, were at odds with the site data. Although there

is no direct site evidence of N limitation, Dijkstra et al.

(2012) showed evidence of dilution in plant N concen-

trations with increasing soil water, which would sug-

gest plant N demand increased by more than the net N

mineralization rate. The increased N mineralization in

O-CN was caused by decreased soil organic matter,

whereas in ISAM, it was driven by the increased C:N

ratio of the soil organic matter. Generally, these models

did not predict the increased microbial N immobiliza-

tion because inorganic N pools were sufficiently satu-

rated. Had these models started with smaller inorganic

N pools (similar to that used by GDAY), then the

changes in N availability in response to treatment

would also have been smaller and more in line with

what was observed. Models that implement a variation

of the CENTURY soil model have the mechanism to

predict the observed sites changes in N availability and

ultimately the differences come down to the availability

of N, which differed due to different end states after

model spin-up.

We now examine the contribution of changes in CUE

to the aNPP enhancement (Tables 3 and 4). Most mod-

els predicted modest changes although models dis-

agreed on whether total respiration increased or

decreased with CO2 (�12 to 14%). The DAYCENT and

O-CN models assume that nutrient limitation results in

excess C being respired, which results in a decreased

CUE at eCO2.

Changes in allocation in response to CO2 were low

across all models, typically of the order of � 5%

(Tables 3 and 4). CABLE predicted ~15% increase in the

NPP allocated to the labile storage pool in both C3 and

C4 plants, which occurs because in CABLE plants were

unable to acquire sufficient N to grow tissues. This N

Table 3 Causes of differences in the modelled aNPP

response to CO2 for C3 species. Values shown are averages

across all years. GPP is enhancement expressed as a percent-

age, CUE is the carbon-use efficiency, expressed as a percent-

age, Ab is the percentage change above-ground allocation, Bg

is the percentage change below-ground allocation, and S is the

percentage change in allocation to labile carbon storage

Model GPP (%) CUE (%) Ab (%) Bg (%) S (%)

CABLE 20.65 2.86 �4.13 �11.02 15.15

CLM5 – – – – –

DAYCENT 45.45 �12.2 0.72 �0.72 0

GDAY 39.13 0 �4.55 4.55 0

ISAM 55.13 �3.07 3.74 �3.74 0

JULES 72.62 5.06 �3.57 3.57 0

LPJ-GUESS 15.44 16.62 0.64 �0.64 0

O-CN 53.66 �11.32 2.41 �2.41 0

ORCHIDEE 31.21 4.92 1.59 �1.59 0

SDGVM 33.45 �2.05 �1.73 1.73 0

Table 4 Causes of differences in the modelled aNPP

response to CO2 for C4 species. Values shown are averages

across all years. GPP is enhancement expressed as a percent-

age, CUE is the carbon-use efficiency, expressed as a percent-

age, Ab is the percentage change above-ground allocation, Bg

is the percentage change below-ground allocation, and S is the

percentage change in allocation to labile carbon storage

Model GPP (%) CUE (%) Ab (%) Bg (%) S (%)

CABLE 22.42 2.98 �2.42 �11.47 13.89

CLM5 19.1 �1.72 0 0 0

DAYCENT 12.58 �4.53 0.17 �0.17 0

GDAY 16.85 0 �0.99 0.99 0

ISAM 9.43 2.7 �0.3 0.3 0

JULES 34.51 6.89 �0.87 0.87 0

LPJ-GUESS 26.37 4.69 �1.95 1.95 0

O-CN 6.8 �0.08 2.34 �2.34 0

ORCHIDEE 4.75 0.64 1.57 �1.57 0

SDGVM 10.15 �2.73 �2.38 2.38 0
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limitation largely explains the negative response

(mean = 12%) of aNPP to CO2 despite the GPP enhance-

ment (mean = 21%). CABLE simulated a very

large labile C store: the elevated mean was

3983 g C m�2 yr�1 at eCO2 compared to ambient,

mean = 708 g C m�2 yr�1.

The explanation as to why the high GPP response to

CO2 (73% enhancement for C3 species) only resulted in

a more modest increase in aNPP in JULES relates to the

C allocated for competition (termed ‘spreading’ in

JULES). In this study, competition was switched off,

and as a result, the additional C fixed by the plant in

response to CO2 was largely allocated to this competi-

tion process and so was not actually available to the

plant to grow.

Shifting focus to changes in phenology, one of the

principal results of the experiment, was that eCO2

resulted in a longer growing season in 3 of the 5 years

(Reyes-Fox et al., 2014). In 2009, the last species to reach

senescence did so 15.6 days later than in the ambient

conditions. However, in other years, the change was

smaller, 3.2 and 1.5 days in 2008 and 2011, respectively

(Reyes-Fox et al., 2014). Notably, in 2007 (9.8 days) and

2010 (3.6) days, senescence was actually earlier, short-

ening the growing season. These results complicate

drawing concrete conclusions about the effect of CO2

treatment given the large interannual variability, which

was mediated by precipitation and soil moisture

(Zelikova et al., 2015).

Tables S1 and S2 show the change in growing season

length in response to treatment in the models. Leaf

senescence was only delayed in the ISAM (0.8 days,

range = �5 to 5 days) model; however, this response

did not relate to a CO2 effect on soil water, but instead

was an outcome of the use of phenological phases. The

senescence phase occurs only when LAI declines to 95%

of a prescribed upper threshold. eCO2 results in an

increase in LAI, and therefore, LAI does not fall below

this threshold, which lengthens the growing season (see

De Kauwe et al. (2014) for details). A number of models

determine their leaf drop dates (Table 1) based solely

on air temperature (GDAY, JULES) and so miss any

positive effect of any CO2 induced soil water savings on

growth via changes in leaf senescence. Other models

(LPJ-GUESS, ORCHIDEE, O-CN; see Table 1) do con-

sider a minimum soil water status when determining

leaf drop, but soil water savings were not great enough

to maintain the water status above these

thresholds.

Observed root biomass was increased on average by

11% with CO2 treatment (Fig. 10). With the exception

of SDGVM, the models broadly enveloped the size of

the observed increase, mean range: 7–17%. However,

models did not capture the year-to-year variability.

Increased N stress throughout the course of the

experiment led to a greater allocation to roots in GDAY,

LPJ-GUESS and O-CN, as they simulate N uptake as a

function of root biomass and allow allocation to shift in

response to resource availability. By contrast, DAY-

CENT predicted a very small increase, because at ambi-

ent CO2 fine-root allocation was already high (Fig. 4),

which meant allocation to leaves was prioritized under

eCO2. SDGVM follows a leaf optimization scheme for C

allocation. Responses of allocation to leaves and roots

in SDGVM largely matched the responses of GPP to

CO2, as grass allocation uses fixed fractions (Table 1),

which explains the large mean enhancement of 38%.

Response to warming

Observed aNPP of C3 species only increased in

response to warming in 2011 (+53%); in all other years,

the warming treatment had a negative effect. However,

of all the five years which had negative responses, only

one did not also include the potential for a positive

treatment response once we accounted for the standard

error of treatment replicates. CABLE apart, the models

generally predicted a small response of aNPP to warm-

ing, although the direction of the treatment effect var-

ied among models, plant functional groups and across

years (Figs 8 and 9). Among the N cycle models, the

balance between the warming-induced treatment

increases in N mineralization (Fig. S5) and decreases in

soil water (Fig. 7) explained interannual variability in

aNPP responses. Warming particularly enhanced N

mineralization in GDAY and LPJ-GUESS. For C3 spe-

cies, soil water stress also increased (Fig. 7), which lim-

ited responses (less mineralization) in the O-CN and

DAYCENT models. Similarly, among the C-cycle mod-

els (JULES, SDGVM), the warming treatment increased

water stress, which reduced the aNPP response.

Warming consistently led to an earlier leaf expansion

in the observations, mean = 5.1 days (range 0.9–
9.6 days; Reyes-Fox et al., 2014). The effect on leaf

senescence was mixed: shortening the growing season

in 2007 (3.3 days) and 2009 (6.9 days) and lengthening

it in other years, 3.3, 0.4, and 8.5 days in 2008, 2010, and

2011, respectively. Most models did predict an earlier

spring growth in response to warming, as warmer tem-

peratures meant that models passed their assumed

growing degree-days threshold earlier (see Table 1).

However, the magnitude of the change was consider-

ably larger than observed: on average by 15.9 days

(range 2–24.3 days). Three of the models (CABLE,

DAYCENT, SDGVM) predicted no change. In DAY-

CENT, the warming effect on leaf-on/off dates was

prescribed, so it does not capture a treatment effect.

In CABLE and SDGVM, LAI is assumed not to reach
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zero (see above). Finally, in two of the years, LPJ-

GUESS predicted a delayed leaf onset (11 and

38 days) with warming, which was a result of limited

soil water availability. The trigger for growth in LPJ-

GUESS is simply air temperature, which means the

model attempted to grow very early in some years

(e.g. DOY 12 in 2010), but development is temporarily

shut off when soil water is below a threshold level. In

the warming treatment, warmer temperatures led to

increased soil water depletion (via soil evaporation),

which had the effect of delaying leaf onset. Neverthe-

less, in years where soil water stores were greater

(2008), the direction of change in response to treat-

ment matched the other models (not shown).

The small changes in root biomass in response to

warming among the models follows the small aNPP

response (Fig. 7) and, as with the response to CO2,

models again enveloped the observed change (Fig. 10).

CO2 9 warming

To examine the interactive effect, we calculated the

observed additive response to CO2 9 warming treat-

ment for C3 aNPP (Fig. 8), C4 aNPP (Fig. 9), and root

(a)

(b) (c)

(d)

(f)

(e)

(g)

(h) (i)

(j) (k)

Fig. 10 Response of root biomass to CO2 (Ct), warming (cT), and CO2 9 warming (CT). Error bars on the Ct and cT observed treat-

ments denote one standard error. Horizontal lines on the CT treatment bars show the estimated interactive terms if this interaction was

additive.
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biomass (Fig. 10), shown by the black horizontal lines.

Observations generally show greater than additive

interactions in both above- and below-ground biomass.

DAYCENT is the only model to predict additive

responses to the combined treatment. Models do not

predict consistent interactions: responses are just less

than additive, additive, or considerably greater than

additive. Models that predict greater than additive

interactions do so as a result of a positive effect of

warming on N mineralization (Fig. S5), combined with

increased CO2-induced water savings (Fig. 7).

In the observations from combined treatment plots,

leaf expansion was earlier than in the ambient treat-

ment, mean = 4.6 days (range 2.4–7 days), but the

effect was smaller than in the warmed plots

(Reyes-Fox et al., 2014). There was a clear interaction

on the leaf drop dates: the combined treatment

resulted in an increased growing season length of

22.4 days in 2009 (Ct = 15.6 days), despite the warm-

ing treatment shortening the growing season by

6.9 days. Across all years, the response to the com-

bined treatment was consistent, increasing the grow-

ing season length mean = 7.9 days (range 0.1–
22.4 days; Reyes-Fox et al., 2014). With the exception

of ISAM (not related to treatment, see above), the

models did not predict the observed interaction

between eCO2 and warming on phenology.

Discussion

Evaluating models against ecosystem-scale manipula-

tion experiments has the potential to produce

significant insight into model performance (De Kauwe

et al., 2013; De Kauwe et al., 2014; Zaehle et al., 2014;

Medlyn et al., 2015; Walker et al., 2015).

Our intercomparison has identified a number of

important model failings. Several of these have been

identified in previous model comparisons against

FACE experiments, such as C allocation (De Kauwe

et al., 2014); flexibility of plant stoichiometry (Zaehle

et al., 2014); and sensitivity to drought stress (Medlyn

et al., 2016). There are, however, a number of new

issues identified in this study, namely grassland phe-

nology; link between soil water stress and growth; soil

N availability; interannual variability; and C storage/

grassland physiognomy.

Soil water stress

In semi-arid ecosystems, water availability is a key

determinant on productivity. The wide disagreement in

the level of water stress among models (Fig. 6) is alarm-

ing, particularly given the models were all initialized

with the same effective soil water bucket size.

Differences in level of water stress among models

drove differences in modelled productivity both in

ambient conditions and in response to treatments, par-

ticularly warming. There were two main causes for

these differences among the models: a large difference

in simulated soil evaporation and differences in sensi-

tivity of productivity to water availability (Figs 7 and

S2).

The issue of different modelling schemes simulating

sizeable differences in soil evaporation is not a new one

(see Desborough et al., 1996). Nevertheless, in water

limited systems, it is the principal control on early-

growing season water in the root zone. Data from exist-

ing eddy covariance towers located at grassland sites

should offer a strong constraint on modelled soil evap-

oration fluxes.

Medlyn et al. (2016) recently questioned the empirical

support for a number of the functions used by the mod-

els in this study. There is therefore a clear need for mod-

els to implement more evidence-based functions for the

representation of drought stress (De Kauwe et al., 2015).

Considerable research is now being targeted to address

this need (Zhou et al., 2013, 2014; Verhoef & Egea, 2014).

One issue is that many ecosystem manipulation experi-

ments only measured SWC in part of the root-zone pro-

file, as at PHACE where SWC was measured to 25 cm

depth (D. M. Blumenthal, in prep). To quantify sensitiv-

ity to SWC, time courses of SWC throughout the entire

root zone are required, along with information on root-

ing distributions and regular gas-exchange measure-

ments (e.g. Pendall et al., 2013).

Grassland phenology

Models struggled to replicate the grassland phenology

dynamics, both under ambient conditions and in

response to climate change treatments. With the excep-

tion of the CLM4.5 phenology scheme, most models

predicted the growing season length in line with the

observed, but this blanket statement ignores some nota-

ble gross errors. A number of the models were late in

predicting the start of the growing season, often by as

much as a month, because they overestimated the tem-

perature required to initiate growth in this cold-tempe-

rate grassland. The models that determine leaf

senescence based solely on the ambient temperature

did not predict the observed CO2 effect on soil water

that maintained growth in some years (Reyes-Fox et al.,

2014). Two of the models (CABLE, SDGVM) do not

simulate true deciduous behaviour. These failures sug-

gest that the triggers for growth and senescence in these

models need to be re-examined.

In this ecosystem, vegetation greenness (a proxy for

LAI) was highly dynamic in response to soil water
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availability (Fig. 2). The models, in contrast, are not as

responsive to soil water availability and do not depict a

clear threshold change in greenness with water stress.

There is a clear need to improve our quantitative

understanding of the mechanisms that determine the

water-related dynamics of canopy greenness and senes-

cence in grassland ecosystems.

There has been considerable work done on applying

model-data fusion techniques to satellite-derived esti-

mates of LAI, fractional cover, and, more recently, Phe-

noCams to improve predictions of LAI (Richardson

et al., 2009; Knorr et al., 2010; Migliavacca et al., 2011).

For example, Hufkens et al. (2016) optimized a model

to PhenoCam data from 14 North American grassland

sites and demonstrated that a single parameterization

was able to capture the dynamics of changes in grass-

land fractional cover. Models could look to these stud-

ies to determine parameters constrained by data for

their phenology models. However, Hufkens et al.

(2016) did not consider the effect of eCO2. Our results

show that the models are not able to currently translate

any CO2-induced soil water savings into extended

growing seasons, which has obvious consequences for

predicting responses to future global change. In models

that do account for soil water status when determining

leaf drop (O-CN, ORCHIDEE, LPJ-GUESS), the thresh-

old is arbitrarily defined. Phenology data sets from

manipulative experiments, along with measurements

of soil water status, could be used to inform this key

process using similar data-model fusion approaches.

A further reason for the smooth phenology simulated

by models relate to the use of a long-term carbon stor-

age pool. This pool effectively dampens day-to-day

dynamics, and while a desirable process, the models

currently lack fundamental controls on growth

(e.g. meristems) which are independent of carbon fixed

through photosynthesis. The models are also unable to

rapidly shift allocation patterns between pools in

response to changing environmental conditions, such

as allowing browning in dry conditions.

A related issue is the lack of crown biomass data.

Crown biomass is a key ecosystem component, acting

as the principal store of reserve carbohydrates in grass-

land ecosystems; however, it is difficult to quantify.

Estimated values during the experiment ranged from

<50–500 g m�2 and in the 2013 final harvest averaged

260 g m�2 (L. Neslon, in prep). Data used in this study

did not account for the crown biomass component,

which may have biased inferred allocation fractions.

Assuming that including crown biomass would have

doubled root-biomass estimates, the below- vs. above-

ground allocation would be considerably increased

(0.52:0.48), compared to results presented in Fig. 5

(0.36:0.64).

Available nitrogen

Among the N cycle models, a key cause of disagree-

ment was the simulated size of the available N pools at

the start of the experiment. This issue was raised previ-

ously (Zaehle et al., 2014), but the impact of model pre-

dictions is more apparent in this intercomparison. Key

differences in how the N cycle is implemented, includ-

ing the processes that govern the amount of N fixation,

the flexibility of plant stoichiometry, and the ability of

the models to increase N uptake, affect the initial N

stocks through model spin-up and during the course of

the manipulation experiment. To constrain these differ-

ences among the models would require a more com-

plete observational record of both the N site history

and the N budget. While there were site measurements

of plant C, N, P ratios (Dijkstra et al., 2012; Mueller

et al., 2016), these data are not sufficient to constrain a

number of the key disagreements in the change in N

dynamics simulated in this study. Experimental mea-

surements of N mineralization rates, N uptake, nitrifi-

cation/denitrification rates, and biological N fixation

would greatly help to better constrain model

uncertainties.

Interannual variability

Despite models being broadly able to capture ambient

interannual variability (IAV) in aNPP (r > 0.86), they

were seemingly unable to simulate observed treatment

effects on IAV (noting the large observed treatment

uncertainties). Directly assessing the models’ ability to

simulate observed treatment changes in IAV is not

straightforward because it is not clear how the timing

of growth relates to the timing of photosynthetic

uptake. At the extreme, a number of models assume

that one year’s growth is entirely a product of the pre-

vious year’s carbon uptake and thus meteorology.

Other models modulate the growth–productivity rela-

tionships through the use of a labile C store. As a result,

attempting to directly compare modelled time courses

to growth observations is unproductive. To make pro-

gress we need more experimental insight into the time

lag between productivity and growth. In this experi-

ment, as is common, biomass and N concentration mea-

surement were taken at the annual peak (mid-July).

These measurements do not offer a constraint as we

cannot separate direct responses from lagged effects.

C3 vs. C4 competition

During the course of the experiment, there were notable

shifts in species dynamics. C4 species initially pros-

pered at the start of the experiment (Morgan et al.,
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2011) but did worse than C3 species in the later years

(Zelikova et al., 2015; Mueller et al., 2016). This shift is

an important result with implications for future predic-

tions of species composition and ecosystem function. In

this study, models which had the capacity to simulate

competition and associated recruitment (JULES, LPJ-

GUESS, and SDGVM) did not, so they could be

compared to other models without this functionality.

Therefore, there remains an opportunity to further

exploit the PHACE experimental data to test models

that simulate C3 vs. C4 competition and to determine

whether the experimental results are predictable. How-

ever, for such a comparison to be meaningful, the key

identified issues with existing models when applied to

this site will need to be tackled first.

Modelling in advance of experiments

In advance of the PHACE experiment, Parton et al.

(2007) carried out a novel study in which they used

DAYCENT to predict grassland responses to treat-

ments. Studies like this can help identify testable pre-

dictions against which experimental data can then be

compared (Norby et al., 2016). Nevertheless, the Parton

et al. (2007) study only used a single model, whereas a

multimodel comparison (cf. Medlyn et al. 2016) would

have identified a greater range of processes in which

models differed, as this study demonstrates. A priori

identification of areas where models diverge could

have better helped guide experimentalists as to what

key measurements would have helped constrain these

model uncertainties. We strongly advocate the use of

multimodel comparisons in advance of ecosystem-scale

experiments (Medlyn et al., 2016; Norby et al., 2016);

these studies need to become normal practice, rather

than the exception.

Evaluation of models against multifactor experiments

Comparison of the models against the PHACE data has

thus resulted in a clear agenda for improving model

predictions of grassland response to environmental

change. Interestingly, however, the multifactor nature

of the experiment did not add greatly to the model

evaluation. Global change will not affect a single factor

in isolation, and thus, it is widely advocated that multi-

factor experiments be used to probe future changes in

the terrestrial biosphere (Heimann & Reichstein, 2008;

Luo et al., 2008; Leuzinger et al., 2011; Dieleman et al.,

2012). In our study, however, the multifactor compar-

ison yielded little additional constraint on model

responses, for several reasons.

One of the main reasons that multifactor experi-

ments are commonly advocated is the need to

examine whether the main effects are additive or

not when combined (Dieleman et al., 2012; Mueller

et al., 2016). However, models rarely predict additive

effects; rather, they predict nonlinear interactions,

which can sometimes be too small to be detectable.

In this study, models did not predict consistent

interactions in response to combined treatments.

Most models, in line with the observations, predicted

greater than additive interactions in some years for

both above- and below-ground biomass responses.

Thus, determining whether or not main effects are

additive is of little help to constrain models.

Interactive effects in multifactor experiments, partic-

ularly those carried out in environments that experi-

ence marked interannual variability in precipitation,

are complex to interpret and it can be very challenging

to identify the mechanisms underlying causing the

observed responses. This statement is also true of the

PHACE experiment, where treatment responses are

overlaid on a marked year-to-year variability in

responses to meteorology. Without a good causal

understanding of the underlying processes, it is diffi-

cult to draw mechanistic understanding from the

experiment that can be used to inform models.

However, the principal reason that the interacting

responses did not help to constrain the models was

because the models were unable to replicate the

observed ecosystem behaviour under ambient condi-

tions, or in response to single-factor treatments. As

the interactive responses are contingent on key envi-

ronmental factors such as soil water content and

species composition, the models have to be able to

realistically simulate these factors for their interactive

effects to be comparable against data. Thus, at this

stage, the most important way forwards is to use

experimental data to improve model simulations of

ambient conditions and responses to main effects

(Norby & Luo, 2004). Future, improved, models,

which are better able to simulate grassland phenol-

ogy and can represent C3 and C4 competition, will

likely find that the PHACE multifactor data set can

provide a further constraint on our ability to predict

response to global change.
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Figure S1. Ratio of above– and below–ground biomass in
the control (ct) treatment.
Figure S2. Reduction in gas exchange (b) with declining soil
moisture content in 2007 and 2009.
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warming (cT) and CO2 9 warming (CT).
Figure S4. Response of nitrogen uptake to CO2 (Ct), warm-
ing (cT) and CO2 9 warming (CT).
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warming (cT) and CO2 9 warming (CT).
Table S1. Number of days change in leaf onset in the CO2

(Ct), warming (cT) and CO2 9 warming treatments. Positive
numbers indicate earlier onset dates. CABLE and SDGVM
have been excluded, as they do not completely drop their
leaves. CLM4.5 has also been excluded as the C3 grasses did
not grow and it is clear that the C4 grass phenology does not
work at this site (Fig. 3).
Table S2. Number of days change in leaf senescence in the
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CABLE and SDGVM have been excluded, as they do not
completely drop their leaves. CLM4.5 has also been
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